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Abstract

In this paper we first develop two statistical tests of the null hypothesis that early release data are rational. The tests are consistent against generic nonlinear alternatives, and are conditional moment type types, in the spirit of Bierens (1982, 1990), Chao, Corradi and Swanson (2001) and Corradi and Swanson (2002). We then use this test, in conjunction with standard regression analysis in order to individually and jointly analyze a real-time dataset for inflation, output growth, interest rates, and money. Our empirical analysis is broken into three sections. First, we carry out rationality tests, where evidence in favor of rationality (or at least efficiency) is presented. Then, we examine the basic statistical properties of our real-time dataset. Finally, we carry out a series of prediction experiments. All of the empirical analysis is carried out using various variable/vintage combinations, allowing us to comment not only on rationality, but also on a number of other related issues. For example, we discuss and illustrate the importance of the choice between using first, later, or mixed vintages of data in prediction. Interestingly, it turns out that early release data are generally best predicted using first releases. The standard practice of using “mixed vintages” of data appears to always yield poorer predictions, even when compared with other models that are subject to what we term as “definition change” problems. Additionally, we argue that the notion of final data is misleading, and that definitional and other methodological changes that pepper-time datasets are important and perhaps somewhat overlooked in many empirical analyses to date. Finally, we find that there appears to be little marginal predictive content of money for output. This result holds for standard real-time vector autoregressions (VARs), and for VARs that are augmented with various revision error variables.
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1 Introduction

The literature on testing for and assessing the rationality of early release economic data is rich and deep. A very few of the most recent papers on the subject include Howrey (1978), Mankiw, Runkle, and Shapiro (1984), Mankiw and Shapiro (1986), Milbourne and Smith (1989), Keane and Runkle (1989, 1990), Kennedy (1993), Kavajecz and Collins (1995), Faust, Rogers, and Wright (2005), Swanson and van Dijk (2006), and the papers cited therein.\(^1\) In recent years, in large part due to the notable work of Diebold and Rudebusch (1991), many agencies have begun to collect and disseminate real-time data that are useful for examining data rationality, and more generally for examining of the entire revision history of a variable. This has led to much renewed interest in the area of real-time data analysis. However, relatively few paper have examined issue such as data rationality using tests other than ones based on fairly simplistic models such a linear regressions.\(^2\)

In this paper, we add to the literature on whether preliminary (and later releases) of a given variable are rational by outlining two consistent out-of-sample tests for nonlinear rationality that are consistent against generic (non)linear alternatives. One test can be used to determine whether preliminary data are rational, in the sense that subsequent data releases simply take “news” into account that are not available at the time of initial release (see Mankiw and Shapiro (1986) and Faust, Rogers and Wright (2005) for further explanation of the “news” hypothesis). In this case, we have evidence that the first release data are those that should be used in out-of-sample prediction. If this test fails, then two additional testing procedures are proposed. The first involves simply using later release data in the same test to estimate the timing of data rationality (e.g. to estimate how many months it takes before data are rational). The second involves carrying out a different test which is designed to determine whether the data irrationality arises (i) simply because of a bias in the preliminary estimate, in which case the preliminary data should be adjusted by including an estimate of the bias prior to its use in out of sample prediction; or (ii) because available information has been used inefficiently when forming the first available data. The tests are related to the conditional moment tests of Bierens (1982, 1990), de Jong (1996), and Corradi and Swanson (2002); and we provide asymptotic theory necessary for the valid implementation of the statistics using


critical values constructed via a block (likelihood) bootstrap related to the bootstraps discussed in Corradi and Iglesis (2007) and Corradi and Swanson (2007). Of final note is that in addition to being based on linear models, many of the regression based tests used to examine rationality in the literature are actually “in-sample”, in the sense that all data are used in the estimation of relevant model. While one of our tests retains this property, due to the fact that there is an equivalence between in- and out-of-sample testing when applying the test, the other test is “out-of-sample”, in the sense that bias adjustment terms are recursively calculated prior to the construction of each “revision error” used in the test. It is in this sense that our tests are truly out-of-sample; and hence quite different from prior tests of rationality.

In addition to outlining and implementing new rationality tests, we carry out a series of prediction experiments in this paper. One feature that ties together of prediction experiments and our data rationality tests is that we take no stand on what constitutes final data, as we argue that the very notion of using so-called final data in such analyses is fraught with problems. In particular, data are never truly final, as they are subject to an indefinite number of revisions. More importantly, it is far from clear that financial market participants, government policy setters, and generic economic agents use final data in day to day decision making. For example, financial markets certainly react to first release data, and also to a small number of subsequent data revisions. However, they pretty clearly do not react to revisions to data from 10 or 20 years ago, say. Similarly, policy setters base their decisions to some extent on predictions of near-term early release target variables such as inflation, unemployment, and output growth. They clearly do not base their decisions upon predictions of final versions of these data. The reason for this is that early release data are revised not only because of the collection of additional information relevant to the time period in question, but also because of “definitional changes”. Indeed, distant revisions are due primarily to definitional and other structural data collection methodology changes; and it goes without saying that policy setters, for example, have very little premonition of definitional changes that will occur 20 or 30 years into the future, and indeed do not care about such. These arguments, taken in concert, simply imply that the variable that one cares about predicting is likely to be a near-term vintage, and if one cares about final data, one may have a very difficult time, as one would need then to predict unknowable future definitional and other methodological changes implicit to the data construction process. Thus, we argue that not only do policy setters and market participants use early release data, but that they should use early release data. Furthermore, it is pretty clear that much caution needs to be used when analyzing real-time data. Application
of simple level shifts to datasets in order to address the “definitional change” issue may be grossly inadequate in some cases, as the entire dynamic structure of a series might have changed after a “definitional change”, so that the current definition of GDP may define an entirely different time series that based on an earlier definition, say. This issue is examined in the sequel via discussion of a simple graphical method for determining “definitional changes”, and via careful examination of the statistical properties of output.

The preceding arguments are not meant to suggest that the standard approach in prediction exercises of using all available information when parameterizing models and subsequently when constructing predictions is invalid. Indeed, given that definitional changes may indeed make early releases of data from the distant past unreliable, when viewed in concert with early releases of very recent data, it makes sense to use the most recently available data (as opposed to only using preliminary data, say) in prediction. However, it should nevertheless be stressed that the most recent data that are available for a particular variable consist of a series of observations, each of which is a different vintage. Thus, the standard econometric approach is to use a mixture of different vintages. This in turn poses a different sort of potential problem. Namely, if the objective is to construct predictions of early data vintages, then why use arbitrarily large data vintages (i.e. some of the data in the dataset used for estimation have been revised many times, and some not) in the parameterization of the prediction model. This is one of the issues addressed in the empirical part of this paper, where real-time prediction experiments are carried out using various vintages of data as the target variable to be predicted, and using various vintages and combinations of vintages, and revision errors in the information set from which the model is parameterized. For example, we investigate whether \( k^{th} \) available data are better predicted using all available information (i.e. using the latest real-time data), or using only past \( k^{th} \) available observations. We also investigate whether revision errors can be used to improve predictions. Finally, we carry out a real-time assessment of the marginal predictive content of money for income using various vintage/variable combinations of output, money, prices, and interest rates.

In conjunction with the above prediction experiments, we also discuss the issue of definitional change in real-time datasets. We note that one can in principle view a single real-time dataset as containing information on a number of different economic variables, where a new economic variable is defined subsequent to each definitional and/or methodological change used by a statistical agency in the formation of a variable. The above argument may or may not be relevant, depending upon how severe the “definitional changes” to a variable are. One thing is for certain, though, simply
making level adjustments to series in order to allow for definitional changes is a crude solution to this problem (even if the raw data are transformed to growth rates). Instead, one might argue that a whole new series should be formed after each definitional change. In this sense, empirical analyses which use revision errors, and also those that use particular vintages of data, such as first available, must be viewed with caution. The relevance of this data issue is addressed via the prediction experiments discussed above.

As mentioned above, all of our prediction experiments are carried out using various variable/vintage combinations, allowing us to comment not only on rationality, but also on a number of other related issues. For example, we discuss and illustrate the importance of the choice between using first, later, or mixed vintages of data in prediction. Interestingly, it turns out that early release data are generally best predicted using first releases. The standard practice of used “mixed vintages” of data appears to always yield poorer predictions, even when compared with other models that are subject to “definitional change” problems. Furthermore, adding revisions to simple autoregressive type prediction models does not lead to improved predictive performance. Finally, we find that there appears to be little marginal predictive content of money for output. This result holds for standard real-time vector autoregressions (VARs), and for VARs that are augmented with various revision error variables.

The rest of the paper is organized as follows. In Section 2, we outline some notation, and briefly explain the ideas behind testing for data rationality. In Section 3, we outline our nonlinear rationality tests, and in Section 4 we outline the empirical methodology used in our prediction experiments. Section 5 contains a discussion of the data used, and empirical results are gathered in Section 6. Concluding remarks are given in Section 7. All proofs are gathered in an appendix.

2 Setup

Let $t+kX_t$ denote a variable (reported as an annualized growth rate) for which real-time data are available, where the subscript $t$ denotes the time period to which the datum pertains, and the subscript $t+k$ denotes the time period during which the datum becomes available. In this setup, if we assume a one month reporting lag, then first release or “preliminary” data are denoted by $t+1X_t$. In addition, we denote fully revised or “final” data, which is obtained as $k \to \infty$, by $fX_t$. Finally, data are grouped into so-called vintages, where the first vintage is preliminary data, the second release is 2nd available data, and so on.

The topic of testing rationality of preliminary data announcements is discussed in details by
The notion of rationality can most easily be explained by considering Muth’s (1961) definition of rational expectations, where the preliminary release \( t_{+1}X_t \) is a rational forecast of the final data \( fX_t \) if and only if:

\[
t_{+1}X_t = E[fX_t|\mathcal{F}_{t+1}^t],
\]

where \( \mathcal{F}_{t+1}^t \) contains all information available at the time of release of \( t_{+1}X_t \) (see below for further discussion). This equation can be examined via use of the following second regression model:

\[
fX_t = \alpha + t_{+1}X_t \beta + t_{+1}W_t \gamma + \varepsilon_{t+1},
\]

where \( t_{+1}W_t \) is an \( m \times 1 \) vector of variables representing the conditioning information set available at time period \( t + 1 \) and \( \varepsilon_{t+1} \) is an error term assumed to be uncorrelated with \( t_{+1}X_t \) and \( t_{+1}W_t \). The null hypothesis of interest (i.e. that of rationality) in this model is that \( \alpha = 0, \beta = 1, \) and \( \gamma = 0, \) and corresponds to the idea of testing for the rationality of \( t_{+1}X_t \) for \( fX_t \) by finding out whether the conditioning information in \( t_{+1}W_t \), available in real-time to the data issuing agency, could have been used to construct better conditional predictions of final data.

Based on regressions in the spirit of the above model, and on an examination of preliminary and final money stock data, Mankiw, Runkle, and Shapiro (1984) find evidence against the null that \( \alpha = 0, \beta = 1, \) and \( \gamma = 0 \) in (2), suggesting that preliminary money stock announcements are not rational. On the other hand, Kavajecz and Collins (1995) find that seasonally unadjusted money announcements are rational while adjusted ones are not. For GDP data, Mankiw and Shapiro (1986) find little evidence against the null hypothesis of rationality, while Mork (1987) and Rathjens and Robins (1995) find evidence of irrationality, particularly in the form of prediction bias (i.e. \( \alpha \neq 0 \) in (2)). Keane and Runkle (1990) examine the rationality of survey price forecasts rather than preliminary (or real-time) data, using the novel approach of constructing panels of real-time survey predictions. This allows them to avoid aggregation bias, for example, and may be one of the reasons why they find evidence supporting rationality, even though previous studies focusing on price forecasts had found evidence to the contrary. Swanson and van Dijk (2006) consider the entire revision history for each variable, and hence discuss the “timing” of data rationality by generalizing (2) as follows:

\[
\begin{align*}
  fX_t - t_{+k}X_t &= \alpha + t_{+k}X_t \beta + t_{+k}W_t \gamma + \varepsilon_{t+k}
\end{align*}
\]

\( ^3 \)For a very clear discussion of some approaches used to test for rationality, see also Faust, Rogers, and Wright (2005), where the errors-in-variables and rational forecast models are used to discuss the notions of “noise” and “news”, respectively.

\( ^3 \)For a very clear discussion of some approaches used to test for rationality, see also Faust, Rogers, and Wright (2005), where the errors-in-variables and rational forecast models are used to discuss the notions of “noise” and “news”, respectively.
and

\[ t+k X_t - t+1 X_t = \alpha + t+1 X_t \beta + t+1 W'_t \gamma + \varepsilon_{t+k}, \]

where \( k = 1, 2, \ldots \) defines the release (or vintage) of data (that is, for \( k = 1 \) we are looking at preliminary data, for \( k = 2 \) the data have been revised once, etc.). The primary objective of fitting the second of these two regression models is to assess whether there is information in the revision error between periods \( t + k \) and \( t + 1 \) that could have been predicted when the initial estimate, \( t+1 X_t \), was formed. Using this approach, Swanson and van Dijk find that data rationality is most prevalent after 3 to 4 months, for unadjusted industrial production and producer prices.

In the sequel, we consider questions of data rationality similar to those discussed above. However, we do not assume linearity, as is implicit in the tests carried out in all of the papers discussed above. Additionally, we examine a number of empirical prediction models in order to assess the relative merits of using various vintages of real-time data, in the context of predicting a variety of different variable/vintage combinations (see above for further discussion).

3 Consistent Out of Sample Tests for Rationality

3.1 The Framework

As mentioned above, a common approach in the literature has been to use linear regressions in order to test for rationality. Therefore, failure to reject the null equates with an absence of linear correlation between the revision error and information available at the time of the first data release. It follows that these tests do not necessarily detect nonlinear dependence. Our objective in this section is to provide a test for rationality which is consistent against generic nonlinear alternatives. In other words, we propose a test that is able to detect any form of dependence between the revision error and information available at the time of the first data release. This is accomplished by constructing conditional moment tests which employ an infinite number of moment conditions (see e.g. Bierens (1982,1990), Bierens and Ploberger (1997), de Jong (1996), Hansen (1996), Lee, Granger and White (1993) and Stinchcombe and White (1998), Corradi and Swanson (2002)).

To set notation, let \( t+2u_{t}^{t+1} = t+2 X_t - t+1 X_t \), and \( t+1 W_t = (t+1 X_t, t+1 u_{t+1}^{t+1}) \). Furthermore, let \( F_t^{t+1} = \sigma (s+1 W_s; 1 \leq s \leq t) \). Thus, \( t+2u_{t}^{t+1} \) denotes the error between the 2nd and the 1st releases, and \( F_t^{t+1} \) contains information available at the time of the first release, assuming a one month lag before the first datum becomes available. All of our results generalize immediately to the case where \( t+1 W_t \) contains information other than \( t+1 X_t \) and \( t+1 u_{t+1}^{t+1} \). Furthermore, even though our discussion focuses primarily on \( t+2u_{t}^{t+1} \), our results additionally generalize immediately to \( t+k u_{t}^{t+j} \).
for $k \geq 2$, $j \geq 1$, and $k > j$.

In the sequel, consider testing the following hypotheses, against their respective negations:

- $H_{0,1}: E(t_{t+2}u_{t+1}^{t+1} | \mathcal{F}_t^{t+1}) = 0$, and
- $H_{0,2}: E(t_{t+2}u_{t+1}^{t+1} | \mathcal{F}_t^{t+1}) = E(t_{t+2}u_{t+1}^{t+1})$.

Hypothesis $H_{0,1}$ is the null hypothesis that the first release is rational, as the revision error in this case is a martingale difference process, adapted to the filtration generated by the entire history of past revision errors and past values of the variable to be predicted. This is consistent with the “news” version of rationality, according to which subsequent data revisions only take news that were not available at the time of the first release into account. Thus, if we fail to reject $H_{0,1}$, it means that the first data release already incorporates all available information at the current time. As a consequence, out of sample forecasts, as well as policy analyses, should rely on the first data release. In principle, one might imagine forming a joint test for the null hypothesis that $E(t_{t+k}u_{t+k}^{t+1} | \mathcal{F}_t^{t+1}) = 0$, for $k = 2, ..., \infty$, where $t_{t+k}u_{t+k}^{t+1}$ denotes the revision error between the $k^{th}$ and the 1st releases. However, under the null of rationality, for $k > 2$, $t_{t+k}u_{t+k}^{t+1}$ is perfectly correlated with $t_{t+2}u_{t+1}^{t+1}$, as:

$$E(t_{t+k}u_{t+k}^{t+1} | \mathcal{F}_t^{t+1}) = E\left(\left(t_{t+2}u_{t+1}^{t+1}\right)^2\right) + \sum_{j=3}^{k} E(t_{t+j}u_{t+k}^{t+1} | \mathcal{F}_t^{t+1}) = E\left(\left(t_{t+2}u_{t+1}^{t+1}\right)^2\right),$$

which in turn follows because the revision error is uncorrelated, under the null hypothesis. In this sense, by considering additional revision errors, one gains no further information. Therefore, a test statistic for the joint null $E(t_{t+k}u_{t+k}^{t+1} | \mathcal{F}_t^{t+1}) = 0$, for $k = 2, ..., \infty$ will be characterized by a degenerate limiting distribution. On the other hand, one can certainly use $t_{t+k}u_{t+k}^{t+k-1}$, $k \geq 1$ in place of $t_{t+2}u_{t+1}^{t+1}$ in $H_{0,1}$. Indeed, by sequentially testing $H_{0,1}$ using increasing values of $k$, one can estimate which release of the variable of interest is the first one that fails to reject, and is hence rational.

Hypothesis $H_{0,2}$ is also forms the basis for a rationality test, because rationality entails that the revision error is indeed independent of any function which is measurable in terms of information available at time $t+1$. Nevertheless, the first release may be a biased estimator of the second release. In this sense, the first release would be unconditionally biased. Unconditional bias may arise due to the fact that the statistical reporting agency produces releases according to an asymmetric loss function. For example, there may be a preference for a pessimistic release in the first stage, followed by a more optimistic one in the later stage (see e.g., Swanson and Van Dijk (2006) for further discussion). Intuitively, one might argue that the cost of a downward readjustment of the preliminary data is higher than the cost of an upward adjustment.
Our first objective is to provide a test for $H_{0,1}$, which is consistent against all possible deviations from the null. Now, failure to reject $H_{0,1}$ would clearly suggest that one should use first release data for out-of-sample prediction. On the other hand, if $H_{0,1}$ is rejected, one remains with the problem of ascertaining the cause of the rejection. A logical next step would be to construct a statistic for testing $H_{0,2}$ against its negation. If the null hypothesis fails to reject, then there is unconditional bias, but there is no issue of the inefficient use of available information. In this case, then, one should use the preliminary release plus the estimated mean of $t^2 u_{t}^{l+1}$ as an appropriately adjusted preliminary release in prediction and policy applications.

3.2 Test Statistics and Assumptions

Bierens (Theorem 1, (1990)) shows that if $E \left( t^2 u_{t}^{l+1} \left| \sum_{i=1}^{q} W_{i} \right. \right) \neq 0$, then $E \left( t^2 u_{t}^{l+1} \exp \left( \sum_{i=1}^{q} W_{i} \gamma \right) \right) \neq 0$, for all $\gamma \in \Gamma$, except a subset of zero Lebesgue measure. Stinchcombe and White (1998) show that if $w(t^2 W_t, \gamma)$ is a generically comprehensive function, then whenever $Pr \left( E \left( t^2 u_{t}^{l+1} \left| \sum_{i=1}^{q} W_{i} \right. \right) = 0 \right) < 1$, $E \left( t^2 u_{t}^{l+1} \exp \left( \sum_{i=1}^{q} W_{i} \gamma \right) \right) \neq 0$ for all $\gamma \in \Gamma$, except a subset of zero Lebesgue measure. In addition to the Bierens exponential function, the class of generically comprehensive functions includes the logistic function, and cumulative distribution functions in general. Suppose that $t^2 W_t$ is a $q$-dimensional vector (whenever $t^2 W_t$ does not have bounded support in $R^q$, then it is customary to map the $q$ elements of $W_t$ into bounded subsets of $R$). Examples of $w(t^2 W_t, \gamma)$ include:

$$ w(t^2 W_t, \gamma) = \exp(\sum_{i=1}^{q} \gamma_i \Phi(W_{i,t})) $$

and

$$ w(t^2 W_t, \gamma) = 1/(1 + \exp(c - \sum_{i=1}^{q} \gamma_i \Phi(W_{i,t}))) $$

with $c \neq 0$ and $\Phi$ a measurable one to one mapping from $R$ to a bounded subset of $R$.

In our context, we want to test whether the revision error is independent of the entire history. Thus, we need to ensure that if:

$$ \Pr \left( E_{t+2} \left( u_{t}^{l+1} \left| \sum_{i=1}^{q} W_{t+i-1} \right. \right) = 0 \right) < 1, \text{ then } E \left( t^2 u_{t}^{l+1} w(\sum_{i=1}^{q} t^2 W_{i-1} \gamma_i) \right) \neq 0, $$

for all $\gamma_i \in \Gamma$. In order to test

$$ H_{0,1} : E \left( t^2 u_{t}^{l+1} \left| F_{t}^{l+1} \right. \right) = 0, \text{ a.s.} $$

versus

$$ H_{A,1} : \Pr \left( E \left( t^2 u_{t}^{l+1} \left| F_{t}^{l+1} \right. \right) = 0 \right) < 1, $$

we shall rely on the following statistic suggested by de Jong (1996):

$$ M_{1,T} = \sup_{\gamma \in \Gamma} |m_{1,T}(\gamma)|, \quad (5) $$

where in our context:

$$ m_{1,T}(\gamma) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} t^2 u_{t}^{l+1} \left( \sum_{j=1}^{t-1} \gamma_j \Phi(t+1-j W_{t-j}) \right), $$
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and where $\Phi$ a measurable one to one mapping from $\mathbb{R}^{t-1}$ to a bounded subset of $\mathbb{R}$, and

$$\Gamma = \left\{ \gamma_j : a_j \leq \gamma_j \leq b_j; \ i = 1, 2; \ |a_j|, |b_j| \leq B j^{-k}, \ k \geq 2 \right\}.$$ 

As shown in Lemma 1 of de Jong, $(\Gamma, \|\gamma - \gamma\|)$ is a compact metric space, with $\|\gamma - \gamma\| = \left( \sum_{j=1}^{\infty} j^k |\gamma_j - \gamma'_j|^2 \right)^{1/2}$, where $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^2$. In the case where $w$ is the exponential function, we can allow for $k = 2$. In practice, one can choose $a_j = a j^{-2}$ and $b_j = b j^{-2}$, where $a$ and $b$ belong to some compact set in $\mathbb{R}^2$. It is immediate to see the weight attached to past observations decreases over time. Indeed as stated in the assumptions below, the revision error is a short memory process, and therefore it is “independent” of its distant past, under both hypotheses.

As mentioned above, if $H_{0,1}$ is not rejected, then one can conclude that the revision error is unpredictable, and thus the first release data already incorporates available information in an efficient way. Thus, we can rely on the use of first release data both for forecasting and for policy evaluation. On the other hand, if $H_{0,1}$ is rejected, then it is important to distinguish between the case of inefficiency and (unconditional) bias. Thus, whenever $H_{0,1}$ is rejected, it remains to

$$H_{0,2} : E \left( t \left| F^t \right. \right) = E \left( t \left| F^t \right. \right), \ a.s.$$ 

versus

$$H_{A,2} : \Pr \left( E \left( t \left| F^t \right. \right) = E \left( t \left| F^t \right. \right) \right) < 1.$$ 

Now, note that $m_{1,T}(\gamma)$ does not contain estimated parameters, so that there is no difference between in-sample and out-of-sample tests, when considering our test of $H_{0,1}$. This is no longer true when testing $H_{0,2}$ versus $H_{A,2}$, as implementation of the test requires the computation of the deviation from zero of the of revision error. In this case, we thus propose splitting the sample $T$, such that $T = R + P$, where only the last $P$ observations are used for testing rationality. The mean is estimated recursively as:

$$\hat{\mu}_t = \frac{1}{t} \sum_{j=1}^{t-1} j^2 u_{t-j+1}^j, \ \text{for} \ t = R, \ldots, R + P - 2$$

It follows that the statistic of interest is:

$$M_{2,P} = \sup_{\gamma \in \Gamma} |m_{2,P}(\gamma)|;$$

where

$$m_{2,P}(\gamma) = \frac{1}{\sqrt{P}} \sum_{t=R}^{T-2} \left( t^2 u_{t+1}^t - \hat{\mu}_t \right) \left( \sum_{j=1}^{t-1} \gamma_j^j \Phi \left(t \left| F_{t-j} \right. \right) \right).$$
In the sequel, we require the following assumptions.

**Assumption A1:** (i) \((t+2u_{t+1}^t X_t)\) is a strictly stationary and absolutely regular strong mixing sequence with size \(-4(4 + \psi)/\psi, \psi > 0\), (ii) \(E (t+2u_{t+1}^t)^{2r} < \infty\), for \(r > 2\), (iii) \(w\) is a bounded, twice continuously differentiable function on the interior of \(\Gamma\) and \(\nabla \gamma w(t+1 \gamma t, \gamma)\) is bounded uniformly in \(\Gamma\); and (iv) \(\nabla \gamma w(t+1 \gamma t, \gamma)\) is continuous on \(\Gamma\), \(\Gamma\) a compact subset of \(R^q\) and is \(2r\)-dominated uniformly in \(\Gamma\), with \(r \geq 2(2 + \psi)\).

**Assumption A2:** \(T = R + P\), and as \(T \to \infty\), \(P/\pi \to \pi\), with, \(0 \leq \pi < \infty\).

**Assumption A3:** to be completed ...

### 3.3 Asymptotics

We now state the limiting behavior of the two statistic suggested above.

**Theorem 1:** Let Assumption A1 hold. Then: (i) Under \(H_{0,1}\), \(M_{1,T} \to \sup_\gamma |m_1(\gamma)|\), where \(m_1(\gamma)\) is a zero mean Gaussian process with covariance kernel given by:

\[
C(\gamma_1, \gamma_2) = E \left( (t+2u_{t+1}^t)^2 w \left( \sum_{j=1}^{t-1} \gamma_{1,j} \Phi(t+1-j W_{t-j}) \right) \right) \times \left( \sum_{j=1}^{t-1} \gamma_{2,j} \Phi(t+1-j W_{t-j}) \right).
\]

(ii) Under \(H_{A,1}\), there exist an \(\varepsilon > 0\), such that \(Pr \left( \frac{1}{\sqrt{T}} M_{1,T} > \varepsilon \right) \to 1\).

From the statement in part (i) of Theorem 1, it is immediate to see that the covariance kernel does not contain cross terms, capturing the correlation between \(t+2u_{t+1}^t w \left( \sum_{j=1}^{t-1} \gamma_{1,j} \Phi(t+1-j W_{t-j}) \right)\) and \(s+2u_{s+1}^{s+1} w \left( \sum_{j=1}^{s-1} \gamma_{1,j} \Phi(s+1-j W_{s-j}) \right)\) for all \(s \neq t\); this is because the revision error is a martingale difference sequence under the null.

**Theorem 2:** Let Assumptions A1-A2 hold. Then: (i) Under \(H_{0,2}\), \(M_{2,P} \to \sup_\gamma |m_2(\gamma)|\), where \(m_2(\gamma)\) is a zero mean Gaussian process with covariance kernel given by:

\[
C(\gamma_1, \gamma_2) = E \left( (t+2u_{t+1}^t - \mu)^2 w \left( \sum_{j=1}^{t-1} \gamma_{1,j} \Phi(t+1-j W_{t-j}) \right) \right) \times \left( \sum_{j=1}^{t-1} \gamma_{2,j} \Phi(t+1-j W_{t-j}) \right) + 2\Pi \sigma_u^2 E \left( w \left( \sum_{j=1}^{t-1} \gamma_{1,j} \Phi(t+1-j W_{t-j}) \right) \right) E \left( w \left( \sum_{j=1}^{t-1} \gamma_{2,j} \Phi(t+1-j W_{t-j}) \right) \right) - \Pi E \left( (t+2u_{t+1}^t - \mu)^2 \right) \left( E \left( w \left( \sum_{j=1}^{t-1} \gamma_{1,j} \Phi(t+1-j W_{t-j}) \right) \right) \right).
\]
\[ + E \left( w \left( \sum_{j=1}^{t-1} \gamma'_{2,j} \Phi(t_{-1-j}W_{t-j}) \right) \right) \]  \hspace{1cm} (6)

(ii) Under \( H_{A,2} \), there exist an \( \varepsilon > 0 \), such that \( \Pr \left( \frac{1}{\sqrt{p}} M_{1,p} > \varepsilon \right) \rightarrow 1 \).

The difference between the limiting distribution in Theorems 1 and 2 is apparent in the last two lines of (6), which reflect the contribution of the recursively estimated sample mean. Furthermore, the limiting distributions in both theorems depend on the nuisance parameter \( \gamma \in \Gamma \), and thus standard critical values are not available. de Jong (1996) suggests using simulated conditional p-values, and Corradi and Swanson (2002) generalize his approach to the case of recursively estimated parameters. In the next section we propose an alternative approach based on the bootstrap.

### 3.4 Bootstrap Critical Values

First order validity of the block bootstrap in the context of recursive estimation is established in Corradi and Swanson (2007), for the case in which the test function, \( w \), depends only on a finite number of lags. Furthermore, it follows intuitively that if we resample the data, say \( t+2u_{t+1}^{t+1} \) and \( t+1W_t \), then the statistic computed using the resampled observations cannot mimic the behavior of the original statistic, simply because the correct temporal ordering is no longer preserved. A scenario analogous to this one arises in the context of the conditional variance of a GARCH model, which is a near epoch dependent map on all of the history of the process. White and Goncalves (2004), in order to obtain QMLE estimation of GARCH parameters, suggest resampling (blocks of) the likelihood, and more recently Corradi and Iglesias (2007) show higher order refinement for QMLE GARCH estimation based on similar resampling. In the sequel, we use the same idea and jointly resample \( (t+2u_{t+1}^{t+1}, w_t(\gamma)) \), where \( w_t(\gamma) = w \left( \sum_{j=1}^{t-1} \gamma'_{j} \Phi(t_{-1-j}W_{t-j}) \right) \). Under the null, \( t+2u_{t+1}^{t+1} w_t(\gamma) \) is a martingale difference sequence. Therefore, first order asymptotic validity of the bootstrap statistic can be achieved by simply resampling blocks of length one, as in the \( iid \) case. On the other hand, in order to achieve higher order refinement, one has to use the block bootstrap with a block size increasing with the sample, even in the case of martingale difference sequences. This is because for refinement it no longer suffices to merely mimic the first two sample moments when showing asymptotic validity; and the martingale difference assumption does not help for higher moments (see e.g. Andrews (2002)). However, our statistics are not pivotal, because of the presence of the nuisance parameters, \( \gamma \), that are unidentified under the null, and thus we cannot obtain higher order bootstrap refinements. For this reason, when considering \( M_{1,T} \) it suffices to make \( T-2 \) independent draws from \( \left( 3u_1^2, w_1(\gamma), \ldots, T u_{T-2}^{T-1}, w_{T-2}(\gamma) \right) \). This can be simply accomplished
by drawing $T - 2$ independent discrete uniform variates on $1, ..., T - 2$, say $I_i$, $i = 1, ..., T - 2$.

Hereafter, let $\left(3u_1^{*2}, w_1^{*} (\gamma), ..., T - 2 u_{T - 2}^{*2}, w_{T - 2}^{*} (\gamma) \right) = (I_1 + 1 \sum u_{I_1}^{*} + 1, w_{I_1}^{*} (\gamma), ..., I_T - 1 \sum u_{I_T - 2}^{*} + 1, w_{I_T - 2}^{*} (\gamma))$. Thus, for all $i$, $w_i (\gamma) = \left(\sum_{j=1}^{k-1} \gamma_j \Phi (\cdot \Phi (k_{i+1-j} W_{k_{i-j}})) \right)$ which is equal to $w \left(\sum_{j=1}^{t-1} \gamma_j \Phi (t_{i+1-j} W_{k_{i-j}}) \right)$ for $t = 1, ..., T - 2$, with equal probability $1/(T - 2)$. Note that, for any bootstrap replication, we use the same set of resampled values across all $\gamma \in \Gamma$.

The bootstrap analog of $M_{1,T}$, say $M_{1,T}^{*}$, is then defined to be:

$$M_{1,T}^{*} = \sup_{\gamma \in \Gamma} \left| m_{1,T}^{*} (\gamma) \right|,$$

where

$$m_{1,T}^{*} (\gamma) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} t + 2 u_{t}^{*} + 1, w_{t}^{*} (\gamma).$$

We next turn to constructing the bootstrap analog of $M_{2,P}$, say $M_{2,P}^{*}$. First, construct the bootstrap analog of $\hat{\mu}_t$, say $\hat{\mu}_{t}^{*}$, which is defined as:

$$\hat{\mu}_{t}^{*} = \frac{1}{t} \sum_{j=1}^{t} j + 2 u_{j}^{*} + 1, w_{j}^{*} (\gamma) \text{ for } t = R, ..., R + P - 2.$$  

Next, construct:

$$M_{2,P}^{*} = \sup_{\gamma \in \Gamma} \left| m_{2,P}^{*} (\gamma) \right|,$$

where

$$m_{2,P}^{*} (\gamma) = \frac{1}{\sqrt{P}} \sum_{t=R}^{T-2} \left( t + 2 u_{t}^{*} + 1, \hat{\mu}_{t}^{*} - \frac{1}{T} \sum_{t=1}^{T-2} t + 2 u_{t}^{*} + 1, \hat{\mu}_{t} \right) w_{t}.$$  

Note that we need to recenter the above bootstrap statistic around the full sample mean, as observations have been resampled from the full sample. In fact, given the resampling scheme described above, it is immediate to see that $E^{*} \left( (t + 2 u_{t}^{*} + 1, \hat{\mu}_{t}^{*} - \frac{1}{T} \sum_{t=1}^{T-2} t + 2 u_{t}^{*} + 1, \hat{\mu}_{t} w_{t} \right) = \frac{1}{T} \sum_{t=1}^{T-2} (t + 2 u_{t}^{*} + 1, \hat{\mu}_{t} w_{t}, E^{*}$ and $\text{Var}^{*}$ denote the expectation and the variance under $P^{*}$, the probability law governing the bootstrap resampling. We can now establish the first order validity of the bootstrap statistics described above.

**Theorem 3:** Let Assumption A1 hold. Then: (i)

$$P \left[ \omega : \sup_{\gamma \in \Gamma} \left| P^{*} \left( \sup_{\gamma \in \Gamma} \left| m_{1,T}^{*} (\gamma) \right| \leq x \right) - P \left( \sup_{\gamma \in \Gamma} \left| m_{1,T}^{*} (\gamma) \right| \leq x \right) \right| > \varepsilon \right] \to 0,$$

where $m_{1,T}^{*} (\gamma) = \sqrt{T} \left( m_{1,T} (\gamma) - E \left( m_{1,T} (\gamma) \right) \right)$. (ii) Let Assumptions A1 and A2 hold. Then:

$$P \left[ \omega : \sup_{\gamma \in \Gamma} \left| P^{*} \left( \sup_{\gamma \in \Gamma} \left| m_{2,P}^{*} (\gamma) \right| \leq x \right) - P \left( \sup_{\gamma \in \Gamma} \left| m_{2,P}^{*} (\gamma) \right| \leq x \right) \right| > \varepsilon \right] \to 0,
where $m^p_{2,p}(\gamma) = \sqrt{P(m_{2,p}(\gamma) - E(m_{2,p}(\gamma)))}$.

The above results suggest proceeding in the following manner. For any bootstrap replication, compute the bootstrap statistic, $M^*_{1,T}(M^*_{2,p})$. Perform $B$ bootstrap replications ($B$ large) and compute the quantiles of the empirical distribution of the $B$ bootstrap statistics. Reject $H_{0,1}$ ($H_{0,2}$) if $M_{1,T}(M_{2,p})$ is greater than the $(1 - \alpha)^{th}$-percentile of the corresponding bootstrap distribution. Otherwise, do not reject. Now, for all samples except a set with probability measure approaching zero, $M_{1,T}(M_{2,p})$ has the same limiting distribution as the corresponding bootstrapped statistic, ensuring asymptotic size equal to $\alpha$. Under the alternative, $M_{1,T}(M_{2,p})$ diverges to (plus) infinity, while the corresponding bootstrap statistic has a well defined limiting distribution, ensuring unit asymptotic power.

4 Empirical Methodology

In addition to the nonlinear rationality tests outlined above, we consider the issue of prediction using various variable/vintage combinations. In particular, we construct sequences of predictions for various \textit{ex ante} sample periods using recursively estimated models of the following variety:

\textbf{Model A (First Available Data):} $t+kX_{t+1} = \alpha + \sum_{i=1}^{p} \beta_i t+2-i X_{t+1-i} + \varepsilon_{t+k}$; 

\textbf{Model B ($k^{th}$ Available Data):} $t+kX_{t+1} = \alpha + \sum_{i=1}^{p} \beta_i t+2-i X_{t+3-k-i} + \varepsilon_{t+k}$; and 

\textbf{Model C (Real-Time Data):} $t+kX_{t+1} = \alpha + \sum_{i=1}^{p} \beta_i t+1 X_{t+i-1} + \varepsilon_{t+k}$

By comparing the \textit{ex ante} predictive performance of the above three models for various values of $k$, we can directly examine various properties of the revision process and hence various features pertaining to the rationality of early data releases. The first regression model has explanatory variables that are formed using only $1^{st}$ available data, while the second regression model has explanatory variables that are available $k-1$ months ahead, corresponding to $(k-1)^{st}$ available data. Thus, the first model corresponds to the approach of simply using first available data and ignoring all later vintages, regardless of which vintage of data is being forecasted. On the other hand, the second model only uses data that have been revised $k-1$ times in order to predict data that likewise have been revised $k-1$ times. This sort of prediction model might be useful, for example, if it turns out that data are found to be “rational” after 3 releases using the above rationality tests, and if it is thus decided that only 3rd release data is “trustworthy” enough to be used in policy analysis, say. It follows immediately upon inspection of the models that Models A and B are the same for $k = 2$,regardless of $p$. In Model C, the latest vintage of each observation is used in prediction, so that the dataset is fully updated prior to each new prediction being made. We refer to this model...
as our “real-time” model, as policy makers and others who construct new predictions each period, after updating their datasets and re-estimating their models, generally use this type of model. Note also that it follows that for $p = 1$, Models A and C are the same for all $k$, while Models A, B, and C are the same for $k = 2$. Finally, Models A and B are identical for all $p$ if $k = 2$.

Now, if useful information accrues via the revision process, then one might expect that using real-time data (Model C) would yield a better predictor of $t_{t+k}X^i_t$ than when only “stale” 1st release data are used (Model B), for example. Of course, the last statement has a caveat. Namely, it is possible that 1st vintage data are best predicted using only 1st vintage regressors, 2nd vintage using 2nd vintage regressors, etc.. This might arise if the use of real-time data as in Model C results in an “informational mix-up”, due to the fact that every observation used to estimate the model is a different vintage, and only one of these vintages can possibly correspond to the vintage being predicted at any point in time (see discussion in the introduction for further details). This eventuality would be consistent with a finding that Model B yields the “best” predictions. However, the problem with using Model B is that we are ignoring more recent vintages of some variables, and so the model is in some sense “out of date”. This is a substantial disadvantage, and may well be expected to result in Model C yielding the best predictions for values of $k$ great than 2. Our approach in the empirical application is to set: (i) $p = 1$; (ii) $p = SIC$; (iii) $p = AIC$; (iv) $p = 0$. Additionally, we set $k = \{1, 2, 3, 6, 12, 24\}$. Furthermore, for Type C regressions, in addition to the basic regression model, we consider models where we include additional regressors of the form: (i) $t_{t+1}W_{t}^{i} = t_{t+1}u_{t-1}^{i}$, for each of $k = 1, 2, ..., 24$; (ii) $t_{t+1}W_{t}^{i} = (t_{t+1}u_{t-1}^{i}, t_{t+1}u_{t-2}^{i}, t_{t+1}u_{t-3}^{i})'$; and (iii) $t_{t+1}W_{t}^{i} = t_{t+1}u_{t+k-1}^{i+k-1}$, for each of $k = 3, 4, ..., 24$.

Additionally, we estimate multivariate versions of all of the models described above, where we include (i) money, income, prices, and interest rates; and (ii) income, prices, and interest rates. In these models it is assumed that the target variable of interest is output growth. Thus, we are examining, in real-time, the marginal predictive content of money for output, using regressions including various data vintages, various revision errors, and for a target variable which consist of various releases of output growth.

All of our prediction experiments are based on the examination of the mean square forecast errors associated with predictions constructed using recursively estimated models; and MSFEs are in turn examined via the use of Diebold and Mariano (1995) and Clark and McCracken (2001) type predictive accuracy tests (see also Clark and McCracken (2005), McCracken (2006), and West (1996)).
5 Empirical Results

5.1 Data

The variables used in the empirical part of this paper are real GDP (seasonally adjusted), the GDP chain-weighted price index (seasonally adjusted), the money stock (measured as M1, seasonally adjusted) and the real interest rate (measured as the rate on 3-month Treasury bills). All series have a quarterly frequency and our real time data sets for each of the four variables were obtained from the Philadelphia Reserve System’s real time data set for Macroeconomists (RTDSM).

The first vintage in our sample is 1965.Q4, for which the first calendar observation is 1959.Q3. This means that the first observation in our dataset is the observation that was available to researchers in the fourth quarter of 1965, corresponding to calendar dated data for the third quarter of 1953. The datasets range up to the 2006.Q4 vintage and the corresponding 2006.Q3 calendar date, allowing us to keep track of the exact data that were available at each vintage for every possible calendar dated observation up to one quarter before the vintage date. This makes it possible to trace the entire series of revisions for each observation across vintages. We use log-differences throughout our analysis (except for interest rates); and the log-differences of all the variables, except the interest rate, are plotted in Figures 1-3. The figures also exhibit the first and second revision errors measured as the difference between the first vintage (e.g. first available) of a calendar observation and the second and third vintages, respectively. As can readily be seen upon inspection of the distributions of the revision errors, as well as via examination of the summary statistics reported in Table 1, the first revision (i.e. the difference between the first and second vintages) is fairly close to normally distributed. On the other hand, the distribution of the second revision errors is mostly concentrated in the zero interval, implying that much of the revision process has already taken place in the first revision. Indeed, the distributional shape of revision errors beyond the first revision is very much the same as that reported for the second revision in these plots, with the exception of revision errors associated with definitional and other structural changes to the series. This is one of the reasons why much of our analysis focuses only on the impact of first and second revision errors - later revision errors offer little useful information, other than signalling the presence of definition and related methodological changes. Indeed, an important property of

---

4Results based on the use of M2 in place of M1 in all empirical exercises are available upon request, and are qualitatively the same as those reported for M1.

5The RTDSM can be accessed on-line at http://www.phil.frb.org/econ/forecast/readow.html. The series were obtained from the “By-Variable” files of the “Core Variables/Quarterly Observations/Quarterly Vintages” dataset. The data we use are discussed in detail in Croushore and Stark (2001). Note also that interest rates are not revised, and hence our interest rate dataset is a vector rather than a matrix (see Glyysels, Swanson, and Callan (2002) for a detailed discussion of the calendar date/vintage structure of real-time datasets).
real-time datasets like the RTDSM is the possibility that calendar observations may vary across vintages for reasons other than because of “pure” revisions. This is illustrated in Figure 4 where we have plotted four early calendar dates (1959.Q4; 1960.Q4; 1961.Q4; and 1962.Q4) across all available vintages in our sample, for output (GDP) and money (both in log-differences). Of note is that the data varies significantly across the vintages. For instance, looking at the 1959.Q4 calendar observation for output across all vintages, one can observe several discrete movements driving the value of that particular observation from a monthly growth of 1% for the earlier vintages to 0.5% for the late vintages. It seems reasonable to argue that most (if not all) of the discrete variations in that particular calendar observation are not due to “pure revisions”, but are solely a consequence of “definitional breaks” in the measurement of output. To verify this claim, we plotted and compared several other calendar observations across all vintages and we could identify nine clear breaks in the following dates: 1976.Q1; 1981.Q1; 1986.Q1; 1992.Q1; 1996.Q1; 1997.Q2; 1999.Q4; 2000.Q2; and, 2004.Q1. (These are the breaks that define the sample periods for which summary statistics are reported in Table 2). This can be graphically illustrated by noticing that in Figure 4, for output, the four calendar dates plotted exhibit abrupt changes in the same vintages, corresponding to these dates. Not surprisingly, the same nine breaks were identified in our measure of prices, since our measure is a composite measure of GDP prices. However, it should be noted that the same procedure for the money series does not yield such well defined ”definitional breaks”, as some of the breaks do not apply to all vintages. This can be observed in the lower graph in Figure 4. This suggests a need for great caution when analyzing real time data, particularly money stock.

In the introduction of this paper, we argued that the variable that one cares about predicting is likely to be a near-term vintage, and if one cares about final data, one may have a very difficult time, as one would need then to predict unknowable future definitional and other methodological changes implicit to the data construction process. The above discussion supports this argument. Namely, “pure revision” appears to occur in the near-term, “definitional change” occurs in the long term, and little occurs between. Furthermore, and as argued in the introduction, application of simple level shifts to datasets in order to address the “definitional change” issue may be grossly inadequate in some cases, as the entire dynamic structure of a series might have changed after a “definitional change”, so that the current definition of GDP may define an entirely different time series that based on an earlier definition, say. However, it should be noted that although our summary statistics reported in Table 2 suggest that there are indeed significant differences between the means and other measures associated with series in different “definitional change”
sub-samples, our other empirical evidence suggests that the “definitional change” issue may not be very damaging. This issue is discussed in the next sub-section.

5.2 Basic Predictive Regression Results

As discussed in Section 4, we carried out three types of simple autoregressive prediction experiments, where the objective was to forecast output. The methods involved fitting regression Models A, B, and C. Given the discussion of the previous sub-section, it is quite apparent that Models A and B are, strictly speaking, invalid. This follows because the models are estimated recursively, using all data available prior to the construction of each new prediction (see footnote to Table 3 for further details). This in turn means that the structure of Models A and B ensures that data from different “definitional periods” will be used in the estimation of the models, for many of the predictions made; and hence parameter estimates will in principle be corrupted. However, Model C does not have this feature, as one always uses currently available data for model estimation and prediction construction. Indeed, Model C is arguably the type of model that the Federal Reserve uses to construct predictions. Namely, data are updated at each point in time, as they become available, and prior to re-estimation of models and prediction construction. The other models use what might be called “stale data”. However, the other models might have a certain advantage over Model C. For example, Model A only uses first available data to predict first available data. Indeed, Model A also uses first available data for cases where we are interested in predicting second and later vintages of data (i.e. when we are predicting \( t+k \cdot X_{t+1} \), for \( k > 2 \)). Model B, on the other hand, uses only \( k \)th vintage data for predicting \( k \)th vintages. Thus, Models B and C do not suffer from the “mixed vintages” problem that Model A does. They do not use explanatory datasets for which each and every observation corresponds to a different vintage. One aspect of our prediction experiments is that we are able to shed light upon the following trade-off: What is worse: using “mixed vintage” datasets that are not subject to “definitional change” problems, or using datasets containing only the vintage corresponding to the desired prediction vintage, but with “definitional change” problems?

The answer to the preceding question is immediately apparent upon inspection of Table 3, where results for basic autoregressive versions of Models A, B, and C are presented for various prediction periods, various values of \( k \), and for models both with and without included revision error regressors.\(^6\) Model C never yield the lowest mean square forecast error (MSFE), regardless of

\(^6\)In Model C regressions additional “revision error” regressors include: (i) \( t+1 \cdot W_t - t+1 \cdot u_{t-k} \); (ii) \( t+1 \cdot W_t - (t+1 \cdot u_{t-1}, t+1 \cdot u_{t-2}) \); and (iii) \( t+1 \cdot W_t - t+1 \cdot u_{t+1}^{k-1} \). Note that results are only reported for \( k = 2, 3, \) and \( 4 \). Other values of \( k \) were considered, but results are not reported here as they are qualitatively the same as those that are reported, and
what vintage of data is being predicted, and regardless of the variable being predicted.\(^7\) In particular, for output, prices, and money, Models A and B always “win”, and for most cases where Model B “wins”, it is simply because it is for a case where Models A and B yield identical results (see Section 4 for a discussion of these cases). Thus, it indeed appears to be the case that Model A “wins” in virtually every case considered across all variables, and regardless of whether revision errors are added as additional regressors or not. Thus, we have surprising evidence that preliminary data are useful even for predicting later data releases. While this is pretty strong evidence against Model C, one must keep in mind that Model B uses “stale data” when predicting vintages for \(k > 2\), and hence it might not be viewed as too surprising that Model A dominates Model B. In summary, we have interesting evidence suggesting that real-time datasets are crucial, but perhaps not always in the way people have thought, as the “mixed vintage” problem appears to be sufficiently important as to cause Model C to “lose” every one of our prediction competitions. This finding holds even though Model A is subject to the “definitional change” problem, suggesting that the “definitional change” problem is not too severe.

It is also apparent from inspection of Table 3 that adding revision errors to the prediction models does not result in lower MSFEs, at least for the cases that we have considered. This finding, coupled with our finding that Model A yields the lowest MSFEs across all cases, suggests that all of our data are to some extent efficient. Of course, this result is based upon autoregression type models, and one would need to include additional regressors, both linearly and nonlinearly, to properly examine the issue of efficiency. In the next section this is done via examination of vector autoregressive predictive models for output. In the subsequent section, we examine the issue using the tests discussed in Section 3 of this paper.

5.3 Marginal Predictive Content of Money for Output

In this section, we implement Model C to examine whether additional variables and their respective revision errors improve predictive performance. Results are gathered in Table 4, and correspond to those reported in Table 3, except that vector autoregressions are estimated rather than autoregressions, and the target variable to be predicted is output. Note that models with and without money are included, so that we can additionally assess the marginal predictive content of money because “pure revisions” appear to die out extremely quickly in the data (see above discussion). Finally, note that although models were estimated using lags selected with the AIC and the SIC, and for lags set equal to unity, results are only reported for lags selected using the SIC. The reason for this is that models with lags selected using the SIC uniformly yielded the lowest MSFEs across all cases reported.

\(^7\)Note also that the random walk model does not yield the lowest MSFE for any cases considered. The only exception is output for \(k = 2\), when the forecasting period starting date is 1983:01, in which case Model C beats Models A and B, and the random walk model beats Models A, B, and C.
for output. As a benchmark, the autoregressive and random walk prediction model results from Table 3 are included.

Interestingly, the vector autoregression models yield lower MSFEs than their autoregressive counterparts for prediction periods beginning in 1970:1 and 1983:1; but not for the recent very stable period beginning in 1990:1. Furthermore, it is always the case that (regardless of sample period, model, and vintage) the models with money yield higher MSFEs than the models without money. This result holds regardless of whether we add revision errors as additional regressors or not. Thus, we have evidence that including money in linear output prediction models does not improve predictive performance. Additionally, models with revision errors never outperform their counterparts that do not contain revision errors. This is further evidence that our preliminary data are efficient. In the next section, we continue our empirical examination of efficiency by implementing the out-of-sample rationality tests discussed in Section 3.

5.4 Out-of-Sample Rationality Test Results

to be completed ...

6 Concluding Remarks

to be completed ...

\footnote{Amato and Swanson (2001) also use real-time data to assess the marginal predictive content of money for output. However, they do not consider models that additionally include various types of revision errors as predictors, as is done in this paper.}
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Appendix

Proof of Theorem 1:

(i) For the case of \( w \) being an exponential function the proof follows directly from Theorem 4 in de Jong (1996). Here we outline how the same outcome carries through for any generically comprehensive function satisfying A1(iii)-(iv). For a given \( \gamma \), we first want to show that \( m_{1,T}(\gamma) \xrightarrow{d} N \left( 0, E \left( (t+2u_t^t+1)^2 w \left( \sum_{j=1}^{t-1} \gamma_j' \Phi(t+1-jW_{t-j}) \right) \right) \right) \). Under \( H_0 \), \( t+2u_t^t+1 \) is a \( \mathcal{F}_t^{t+1} \) adapted martingale difference sequence (mds), and so \( t+2u_t^t+1 w \left( \sum_{j=1}^{t-1} \gamma_j' \Phi(t+1-jW_{t-j}) \right) \) is also a \( \mathcal{F}_t^{t+1} \) adapted mds. Given A1(1)(iii), this follows from the central limit theory for martingale difference arrays e.g. Woolridge and White (1988). The statement in the Theorem then follows, once we have shown that \( m_{1,T}(\gamma) \) is stochastic equicontinuous on \( \Gamma \). Now, for \( \gamma \in (\gamma, \gamma^+), \) by an intermediate value expansion,

\[
|m_{1,T}(\gamma) - m_{1,T}(\gamma^+)|
= \frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} t+2u_t^t+1 w \left( \sum_{j=1}^{t-1} \left( \gamma_j' \Phi(t+1-jW_{t-j}) - \gamma_j'^+ \Phi(t+1-jW_{t-j}) \right) \right)
= \frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} t+2u_t^t+1 \sum_{j=1}^{t-1} \partial w_t \partial \gamma_j |_{\gamma=\gamma_j} \left( \gamma_j' - \gamma_j'^+ \right)
\leq C \frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} t+2u_t^t+1 \sum_{j=1}^{t-1} \left( \gamma_j' - \gamma_j'^+ \right)
\]

the result then follows by Hansen (1996). TO BE COMPLETED

(ii) similar to Part (ii) in Theorem 4 in de Jong.

Proof of Theorem 2:

(i) For any given \( \gamma \), let \( \mu_u = E \left( t+2u_t^t+1 \right) \) and \( \mu(\gamma) = E \left( \left( \sum_{j=1}^{t-1} \gamma_j' \Phi(t+1-jW_{t-j}) \right) \right) \),

\[
m_{2,p}(\gamma) = \frac{1}{\sqrt{T}} \sum_{t=R}^{T-2} (t+2u_t^t+1 - \mu_u) w \left( \sum_{j=1}^{t-1} \gamma_j' \Phi(t+1-jW_{t-j}) \right)
- \frac{1}{\sqrt{T}} \sum_{t=R}^{T-2} \left( \frac{1}{t} \sum_{i=1}^{t} (i+2u_{t-i+1}^i - \mu_u) \right) w \left( \sum_{j=1}^{t-1} \gamma_j' \Phi(t+1-jW_{t-j}) \right)
\]
\[
= \frac{1}{\sqrt{T}} \sum_{t=R}^{T-2} (t+2u_t^t+1 - \mu_u) w \left( \sum_{j=1}^{t-1} \gamma_j' \Phi(t+1-jW_{t-j}) \right)
- \frac{1}{\sqrt{T}} \sum_{t=R}^{T-2} \left( \frac{1}{t} \sum_{i=1}^{t} (i+2u_{t-i+1}^i - \mu_u) \right) \mu(\gamma) + o_P(1)
\]
where the $o_P(1)$ term holds uniformly in $\gamma$ (need to show ULLN for $\frac{1}{T} \sum_{t=R}^{T-2} w \left( \sum_{j=1}^{t-1} \gamma_{j}^{'} \Phi(t_{i+1-j} W_{t-j}) \right)$, show it’s NED ...).

The statement follows by a similar argument as in the proof of Theorem 1 in Corradi and Swanson (2002),

(ii) As in Part (ii) of Theorem 1.

**Proof of Theorem 3:**

(i) First note that, as $I_{i}$ are identically and independently distributed,

\[
E^{*}\left(\frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} u_{t}^{*} w_{t}^{*}\right) = \sqrt{T} E^{*}\left(\left(\sum_{t=1}^{T-2} u_{t}^{*} w_{t}^{*} - \hat{\mu}_{t}^{*} w_{t}^{*}\right)\right) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} u_{t}^{*} w_{t}^{*}
\]

and thus for all $\gamma$, $E^{*}\left(m_{1,T}(\gamma)\right) = m_{1,T}(\gamma)$. Also,

\[
Var^{*}\left(\frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} u_{t}^{*} w_{t}^{*}\right)
\]

\[
= E^{*}\left(\frac{1}{\sqrt{T}} \sum_{t=1}^{T-2} \left( u_{t}^{*} w_{t}^{*} - \frac{1}{T} \sum_{t=1}^{T-2} u_{t}^{*} w_{t}^{*} \right)\right)^{2}
\]

\[
= \frac{1}{T} \sum_{t=1}^{T-2} \left( u_{t}^{*} w_{t}^{*} - \frac{1}{T} \sum_{t=1}^{T-2} u_{t}^{*} w_{t}^{*} \right)^{2}
\]

\[
= E\left(u_{t+1}^{*} w_{t}^{*}\right) \left( \sum_{j=1}^{t-1} \gamma_{j}^{'} \Phi(t_{i+1-j} W_{t-j}) \right) + o_{P}(1)
\]

(ii)

\[
m_{2,p}(\gamma) = \frac{1}{\sqrt{P}} \sum_{t=R}^{T-2} \left( u_{t}^{*} w_{t}^{*} - \frac{1}{T} \sum_{t=1}^{T-2} \left( u_{t}^{*} w_{t}^{*} - \hat{\mu}_{t}^{*} w_{t}^{*} \right) \right)
\]

\[
= \frac{1}{\sqrt{P}} \sum_{t=R}^{T-2} \left( u_{t}^{*} w_{t}^{*} - \frac{1}{T} \sum_{t=1}^{T-2} \left( u_{t}^{*} w_{t}^{*} - \hat{\mu}_{t}^{*} w_{t}^{*} \right) \right)
\]

\[
- \frac{1}{\sqrt{P}} \sum_{t=R}^{T-2} \left( \hat{\mu}_{t}^{*} w_{t}^{*} - \frac{1}{T} \sum_{t=1}^{T-2} \hat{\mu}_{t}^{*} w_{t}^{*} \right)
\]

*to be completed...*
Figure 1: Output Growth Rates, First, and Second Revision Errors — 1965:4 - 2006:4
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Figure 2: Price Growth Rates, First, and Second Revision Errors — 1965:4 - 2006:4
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Figure 3: Money Growth Rates, First, and Second Revision Errors — 1965:4 - 2006:4
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Figure 4: Data From Four Different Calendar Dates Plotted Across All Data Vintages*(*)

*See Table 2 for summary statistics based on the subsamples denoted by structural breaks in the calendar dates depicted in the above plot for output. All lines denote the values for a given calendar date as reported across all vintages of the real-time dataset. See above for further details.*
Table 1: Growth Rate and Revision Error Summary Statistics – Output, Money, Prices

<table>
<thead>
<tr>
<th>Variable</th>
<th>Vint</th>
<th>R-Err</th>
<th>Sample</th>
<th>$\bar{y}$</th>
<th>$\sigma_y$</th>
<th>$\sigma_{\bar{y}}$</th>
<th>skew</th>
<th>kurt</th>
<th>LB</th>
<th>JB</th>
<th>ADF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>1</td>
<td>65:4</td>
<td>0.00657</td>
<td>0.00790</td>
<td>0.00061</td>
<td>-1.299</td>
<td>6.344</td>
<td>11.15</td>
<td>134.5</td>
<td>-6.035</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>65:4</td>
<td>0.00705</td>
<td>0.00851</td>
<td>0.00066</td>
<td>-1.148</td>
<td>6.678</td>
<td>10.71</td>
<td>123.8</td>
<td>-6.350</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>65:4</td>
<td>0.00046</td>
<td>0.00189</td>
<td>0.00015</td>
<td>0.118</td>
<td>2.960</td>
<td>23.58</td>
<td>0.424</td>
<td>-6.650</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>65:4</td>
<td>0.00002</td>
<td>0.00106</td>
<td>0.00008</td>
<td>0.324</td>
<td>8.982</td>
<td>32.01</td>
<td>237.0</td>
<td>-5.471</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>70:1</td>
<td>0.00626</td>
<td>0.00817</td>
<td>0.00088</td>
<td>-1.190</td>
<td>6.395</td>
<td>96.90</td>
<td>101.0</td>
<td>-5.729</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>70:1</td>
<td>0.00676</td>
<td>0.00877</td>
<td>0.00073</td>
<td>-1.111</td>
<td>6.416</td>
<td>92.42</td>
<td>98.05</td>
<td>-4.911</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>70:1</td>
<td>0.00083</td>
<td>0.00108</td>
<td>0.00041</td>
<td>0.257</td>
<td>2.973</td>
<td>28.17</td>
<td>0.285</td>
<td>-3.620</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>70:1</td>
<td>0.00053</td>
<td>0.00085</td>
<td>0.00010</td>
<td>0.300</td>
<td>9.087</td>
<td>27.70</td>
<td>216.9</td>
<td>-5.198</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>83:1</td>
<td>0.00734</td>
<td>0.00146</td>
<td>0.00050</td>
<td>0.230</td>
<td>3.940</td>
<td>44.56</td>
<td>7.378</td>
<td>-6.299</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>83:1</td>
<td>0.00766</td>
<td>0.00356</td>
<td>0.00075</td>
<td>0.379</td>
<td>3.958</td>
<td>53.06</td>
<td>5.179</td>
<td>-6.178</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>83:1</td>
<td>0.00009</td>
<td>0.00171</td>
<td>0.00030</td>
<td>-0.301</td>
<td>2.677</td>
<td>25.33</td>
<td>1.944</td>
<td>-9.994</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>83:1</td>
<td>0.00012</td>
<td>0.00089</td>
<td>0.00010</td>
<td>1.753</td>
<td>9.658</td>
<td>14.73</td>
<td>207.4</td>
<td>-9.753</td>
<td></td>
</tr>
</tbody>
</table>

Summary statistics are reported for a generic variable denoted by $y$, where $\bar{y}$ is the mean of the series, $\sigma_y$ is the standard error of the series, $\sigma_{\bar{y}}$ is the standard error of $\bar{y}$, skew is skewness, kurt is kurtosis, LB is the Ljung-Box statistic, JB is the Jarque-Bera statistic, and ADF is the augmented Dickey-Fuller statistic, where lag augmentations are selected via use of the Schwarz Information Criterion. See Sections 4 and 5 for further details.
Table 2: Growth Rate and Revision Error Summary Statistics Based on Various Subsamples –

Output(*)

<table>
<thead>
<tr>
<th>Vint</th>
<th>R-Err</th>
<th>sampl</th>
<th>y</th>
<th>σy</th>
<th>σŷ</th>
<th>skew</th>
<th>kurt</th>
<th>LB</th>
<th>JB</th>
<th>ADF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 -</td>
<td>65:4-06:4</td>
<td>0.00657</td>
<td>0.00790</td>
<td>0.00061</td>
<td>-1.259</td>
<td>6.734</td>
<td>111.5</td>
<td>134.13</td>
<td>-6.035</td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>65:4-06:4</td>
<td>0.00705</td>
<td>0.00851</td>
<td>0.00066</td>
<td>-1.148</td>
<td>6.678</td>
<td>107.1</td>
<td>123.88</td>
<td>-6.350</td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>65:4-06:4</td>
<td>0.00046</td>
<td>0.00039</td>
<td>0.00015</td>
<td>0.118</td>
<td>2.950</td>
<td>23.58</td>
<td>0.124</td>
<td>-6.050</td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>65:4-06:4</td>
<td>0.00002</td>
<td>0.00008</td>
<td>0.324</td>
<td>8.982</td>
<td>72.01</td>
<td>237.04</td>
<td>-5.471</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>65:4-75:4</td>
<td>0.00028</td>
<td>0.01114</td>
<td>0.00007</td>
<td>-1.139</td>
<td>4.566</td>
<td>55.42</td>
<td>113.33</td>
<td>-3.243</td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>65:4-75:4</td>
<td>0.00013</td>
<td>0.01069</td>
<td>0.00029</td>
<td>-1.273</td>
<td>4.595</td>
<td>61.44</td>
<td>13.14</td>
<td>-3.082</td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>65:4-75:4</td>
<td>0.00035</td>
<td>0.00191</td>
<td>0.00005</td>
<td>0.498</td>
<td>3.306</td>
<td>8.750</td>
<td>1.572</td>
<td>-3.198</td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>65:4-75:4</td>
<td>0.00008</td>
<td>0.00009</td>
<td>0.474</td>
<td>8.640</td>
<td>7.900</td>
<td>35.68</td>
<td>-6.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>65:4-1-65:4</td>
<td>0.00055</td>
<td>0.01076</td>
<td>0.00009</td>
<td>-1.559</td>
<td>5.770</td>
<td>30.36</td>
<td>11.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>65:4-1-65:4</td>
<td>0.00015</td>
<td>0.00039</td>
<td>0.00057</td>
<td>-1.125</td>
<td>5.292</td>
<td>39.97</td>
<td>6.246</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>65:4-1-65:4</td>
<td>0.00009</td>
<td>0.00009</td>
<td>0.478</td>
<td>2.565</td>
<td>1.665</td>
<td>0.018</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>65:4-1-65:4</td>
<td>0.00004</td>
<td>0.00007</td>
<td>-1.722</td>
<td>4.246</td>
<td>30.36</td>
<td>8.306</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>65:4-1-65:4</td>
<td>0.00063</td>
<td>0.00988</td>
<td>0.00060</td>
<td>-0.310</td>
<td>2.574</td>
<td>29.88</td>
<td>1.065</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>65:4-1-65:4</td>
<td>0.00060</td>
<td>0.01044</td>
<td>0.00052</td>
<td>-0.074</td>
<td>2.425</td>
<td>25.95</td>
<td>0.564</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>65:4-1-65:4</td>
<td>0.00062</td>
<td>0.00559</td>
<td>0.00013</td>
<td>0.150</td>
<td>2.024</td>
<td>7.350</td>
<td>1.169</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>65:4-1-65:4</td>
<td>0.00008</td>
<td>0.00072</td>
<td>0.470</td>
<td>8.664</td>
<td>8.102</td>
<td>18.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>66:1-1-66:1</td>
<td>0.00046</td>
<td>0.00340</td>
<td>0.00109</td>
<td>-0.938</td>
<td>4.512</td>
<td>25.33</td>
<td>4.110</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>66:1-1-66:1</td>
<td>0.00003</td>
<td>0.00066</td>
<td>0.00192</td>
<td>-0.831</td>
<td>3.318</td>
<td>39.97</td>
<td>2.434</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>66:1-1-66:1</td>
<td>0.00009</td>
<td>0.00084</td>
<td>0.00008</td>
<td>-0.764</td>
<td>2.941</td>
<td>4.842</td>
<td>2.051</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>66:1-1-66:1</td>
<td>0.00017</td>
<td>0.00104</td>
<td>0.00004</td>
<td>1.732</td>
<td>6.962</td>
<td>5.392</td>
<td>2.646</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>67:1-1-67:1</td>
<td>0.00430</td>
<td>0.00375</td>
<td>0.00022</td>
<td>0.212</td>
<td>2.412</td>
<td>18.59</td>
<td>4.410</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>67:1-1-67:1</td>
<td>0.00010</td>
<td>0.00024</td>
<td>0.00004</td>
<td>1.729</td>
<td>4.629</td>
<td>8.588</td>
<td>4.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>67:1-1-67:1</td>
<td>0.00001</td>
<td>0.00034</td>
<td>0.00088</td>
<td>-1.289</td>
<td>4.629</td>
<td>8.588</td>
<td>4.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>67:1-1-67:1</td>
<td>0.00008</td>
<td>0.00045</td>
<td>0.00003</td>
<td>-2.362</td>
<td>12.266</td>
<td>20.44</td>
<td>58.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>67:1-1-67:1</td>
<td>0.00854</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>67:1-1-67:1</td>
<td>0.00569</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>67:1-1-67:1</td>
<td>0.00027</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>67:1-1-67:1</td>
<td>0.00065</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>68:1-1-68:1</td>
<td>0.00004</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>68:1-1-68:1</td>
<td>0.00084</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>68:1-1-68:1</td>
<td>0.00048</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>68:1-1-68:1</td>
<td>0.00008</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>69:1-1-69:1</td>
<td>0.01298</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>69:1-1-69:1</td>
<td>0.00922</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>69:1-1-69:1</td>
<td>0.00202</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>69:1-1-69:1</td>
<td>0.00000</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>70:1-1-70:1</td>
<td>0.00039</td>
<td>0.00551</td>
<td>0.00037</td>
<td>0.628</td>
<td>2.393</td>
<td>17.55</td>
<td>1.570</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>70:1-1-70:1</td>
<td>0.00041</td>
<td>0.00562</td>
<td>0.00037</td>
<td>0.369</td>
<td>2.397</td>
<td>12.48</td>
<td>0.796</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>70:1-1-70:1</td>
<td>0.00001</td>
<td>0.00184</td>
<td>0.00012</td>
<td>0.477</td>
<td>1.905</td>
<td>6.536</td>
<td>1.380</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 2</td>
<td>70:1-1-70:1</td>
<td>0.00050</td>
<td>0.00101</td>
<td>0.00007</td>
<td>1.438</td>
<td>3.144</td>
<td>10.22</td>
<td>3.911</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 -</td>
<td>71:1-1-71:1</td>
<td>0.00768</td>
<td>0.00986</td>
<td>0.00072</td>
<td>-0.314</td>
<td>2.671</td>
<td>21.02</td>
<td>8.600</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 -</td>
<td>71:1-1-71:1</td>
<td>0.00986</td>
<td>0.00986</td>
<td>0.00006</td>
<td>0.003</td>
<td>1.920</td>
<td>6.137</td>
<td>9.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 1</td>
<td>71:1-1-71:1</td>
<td>0.00089</td>
<td>0.00089</td>
<td>0.00003</td>
<td>-2.613</td>
<td>8.421</td>
<td>3.170</td>
<td>16.59</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(*) See notes to Table 1. Subsamples were chosen by examining plots of various calendar dates (including 1959:4, 1960:4, 1961:4, and 1962:4) across all vintages from 1964:4-2006:4, and by defining “breaks” to be points where the historical data changed. See Section 4 and 5 for further details.
Table 3: MSFEs Calculated Based on Simple Real-Time Autoregressions With and Without Revision Errors(s)

<table>
<thead>
<tr>
<th>Model</th>
<th>RevErr</th>
<th>Begin Date=1970:1</th>
<th>Begin Date=1983:1</th>
<th>Begin Date=1990:1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
</tbody>
</table>

Panel A: Output

<table>
<thead>
<tr>
<th>Model</th>
<th>RevErr</th>
<th>Begin Date=1970:1</th>
<th>Begin Date=1983:1</th>
<th>Begin Date=1990:1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
</tbody>
</table>

Panel B: Prices

<table>
<thead>
<tr>
<th>Model</th>
<th>RevErr</th>
<th>Begin Date=1970:1</th>
<th>Begin Date=1983:1</th>
<th>Begin Date=1990:1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
</tbody>
</table>

Panel C: Money

<table>
<thead>
<tr>
<th>Model</th>
<th>RevErr</th>
<th>Begin Date=1970:1</th>
<th>Begin Date=1983:1</th>
<th>Begin Date=1990:1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k = 2</td>
<td>k = 3</td>
<td>k = 4</td>
</tr>
</tbody>
</table>

(s) Forecast mean square errors (MSFEs) are reported based on predictions constructed using recursively estimated models with estimation period beginning in 1965:4 and ex ante prediction periods beginning in 1970:1, 1983:1, or 1990:1. All estimated models are either pure autoregressions or autoregressions with revision error(s) included as additional explanatory variables. Lags are selected using the Schwarz Information Criterion. The pure autoregression models are:

Model A (First Available Data): \( t+kX_{t+1} = \alpha + \sum_{i=1}^{p} \beta_{i+2}X_{t+i-1} + \epsilon_{t+k} \)

Model B (kth Available Data): \( t+kX_{t+1} = \alpha + \sum_{i=1}^{p} \beta_{i+2}X_{t+i-k} + \epsilon_{t+k} \)

Model C (Real-Time Data): \( t+kX_{t+1} = \alpha + \sum_{i=1}^{p} \beta_{i+2}X_{t+i-1} + \epsilon_{t+k} \)

In the above models, \( X \) denotes the growth rate of either output, prices, or money. Also, RWd is the random walk with drift model in log levels, \( u_{C1} - t-iu_{t-i}^k, k - 1; u_{C2} - t-iu_{t-i}^k, k - 1, 2; \) and \( u_{C3} - t-iu_{t-i}^{k+1}, k, k - 3. \) Further details are contained in Sections 4 and 5.
Table 4: MSFEs Calculated Based on Real-Time Autoregressions and Vector Autoregressions With and Without Money and Revision Errors

<table>
<thead>
<tr>
<th>Model</th>
<th>Rev Err</th>
<th>Begin Date=1970:1</th>
<th>Begin Date=1983:1</th>
<th>Begin Date=1990:1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$k = 2$</td>
<td>$k = 3$</td>
<td>$k = 4$</td>
</tr>
<tr>
<td>AR - Mod A</td>
<td>none</td>
<td>0.00978</td>
<td>0.01086</td>
<td>0.011088</td>
</tr>
<tr>
<td>AR - Mod B</td>
<td>none</td>
<td>0.00978</td>
<td>0.01134</td>
<td>0.011134</td>
</tr>
<tr>
<td>AR - Mod C</td>
<td>none</td>
<td>0.01067</td>
<td>0.01134</td>
<td>0.011157</td>
</tr>
<tr>
<td>VAR noM - Mod A</td>
<td>none</td>
<td>0.00836</td>
<td>0.00991</td>
<td>0.01041</td>
</tr>
<tr>
<td>VAR noM - Mod B</td>
<td>none</td>
<td>0.00836</td>
<td>0.01008</td>
<td>0.01130</td>
</tr>
<tr>
<td>VAR noM - Mod C</td>
<td>none</td>
<td>0.00793</td>
<td>0.01014</td>
<td>0.01057</td>
</tr>
<tr>
<td>VAR M - Mod A</td>
<td>none</td>
<td>0.00849</td>
<td>0.01170</td>
<td>0.01096</td>
</tr>
<tr>
<td>VAR M - Mod A</td>
<td>$u_{C1}$</td>
<td>0.00861</td>
<td>0.01059</td>
<td>0.01100</td>
</tr>
<tr>
<td>VAR M - Mod A</td>
<td>$u_{C2}$</td>
<td>0.00801</td>
<td>0.01079</td>
<td>0.01135</td>
</tr>
<tr>
<td>VAR M - Mod A</td>
<td>$u_{C3}$</td>
<td>0.00910</td>
<td>0.01052</td>
<td>0.01113</td>
</tr>
<tr>
<td>VAR M - Mod A</td>
<td>$u_{C1}$</td>
<td>0.00933</td>
<td>0.01107</td>
<td>0.01152</td>
</tr>
<tr>
<td>VAR M - Mod A</td>
<td>$u_{C2}$</td>
<td>0.00953</td>
<td>0.01128</td>
<td>0.01203</td>
</tr>
<tr>
<td>VAR M - Mod A</td>
<td>$u_{C3}$</td>
<td>0.00900</td>
<td>0.01065</td>
<td>0.01145</td>
</tr>
</tbody>
</table>

See notes to Table 3. Forecast mean square errors (MSFEs) are reported based on predictions of output constructed using recursively estimated models with estimation period beginning in 1965:4 and ex ante prediction periods beginning in 1970:1, 1983:1, or 1990:1. All estimated models are either pure autoregressions (denoted AR), vector autoregressions without money (denoted VAR noM), vector autoregressions with money (denoted VAR M), or a random walk model in log levels with drift. Vector autoregression models with money include output, prices, money, and interest rates, whereas those without money simply exclude money and all revisions thereof. Models with revision errors include additional explanatory variables (denoted $u_{C1}$, $u_{C2}$, or $u_{C3}$). In such models, revision errors from each equation in the system are used in all other equations in the system, and lags for each variety of revision error are chosen using the Schwarz Information Criterion (SIC). Lags are also selected using the SIC for all other variables. Definitions of Mod A, Mod B, and Mod C are given in the footnote to Table 3, where they are denoted Models A, B, and C. Revision error definitions are also given in the footnote to Table 3. Further details are contained in Sections 4 and 5.