The Payment Cards Center periodically convenes forums and conferences to address critical issues confronting this important segment of the financial services industry. This special edition of Update provides a summary of one recent event.

The May 2002 conference on Credit Risk Modeling and Decisioning, which was co-sponsored by the Wharton Financial Institutions Center of the University of Pennsylvania, brought together over 100 economists, statisticians, providers of risk modeling software, and industry executives to share information and research findings on this specialized business function so critical to the payment cards industry.

The Center welcomes the opportunity to partner with relevant institutions in fulfilling its mission to examine issues of importance to the industry. For this conference, the partnership with the Wharton School’s Financial Institutions Center and its co-director Carol Leisenring and the leadership efforts of Professor Robert Stine were critical factors in the event’s success. Stine, an associate professor of statistics at Wharton, has a research interest in predictive modeling techniques used in the credit card industry and other areas of consumer lending. In addition to Professor Stine’s academic leadership role, the conference benefited from the diverse perspectives provided by Dennis Ash (Experian), Jonathan Crook (University of Edinburgh), Allen Jost (HNC Software), and Gary Kochman (CIT).

What follows are highlights from the conference proceedings and a summary of the keynote address delivered by Dr. Anthony M. Santomero, president of the Federal Reserve Bank of Philadelphia. Papers and presentations from the conference are available on the Center’s web site at www.phil.frb.org/pcc/conferences/creditriskconf.html.

As always, we welcome your thoughts and ideas as to how we might effectively shape the Center’s agenda in addressing the needs of market participants and others interested in this important and dynamic industry sector.

Mission Statement

The mission of the Payment Cards Center is to provide meaningful insights into developments in the payment card industry that are of interest not only to the Federal Reserve but also to the industry, other businesses, academia, policymakers, and the public at large. The Center carries out its mission through an agenda of research and analysis as well as forums and conferences that will encourage a dialogue that includes industry, academic, and public-sector perspectives.
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Rather than following the strict order of the conference sessions, this summary presents highlights from the conference in line with the model development and application processes:

- Selecting appropriate data sources (Paul Calem and Robert Avery)
- Determining the appropriateness of the sample (Dennis Ash and Steven Meester; Jonathan Crook; David Hand)
- Determining the appropriateness of variables (Michael LaCour-Little)
- Evaluating models from a regulator’s perspective (Dennis Glennon)
- Using scorecards in the decision process (HNC Software; Argus Information & Advisory Services; Fair, Isaac and Company; Austin Logistics; Strategic Analytics)
- Tracing the history of scorecard development (Allen Jost)
- Modeling small-business credit risk (Linda Allen and Grigoris Karakoulas)

**Selecting Appropriate Data Sources**

The first and arguably the most critical decision an analyst makes when creating a model is choosing data sources and data elements.

In a session entitled “Default Probabilities and the Econometric Environment” Paul Calem and Robert Avery, senior economists at the Board of Governors of the Federal Reserve System, examined the problems associated with constructing scorecards based solely on data provided by credit reporting companies. They pointed out that these data are limited in two ways: They lack information about the local economy and about a borrower’s personal situation (e.g., layoffs, health problems, divorce). Such considerations may affect an individual’s loan-repayment history or loan-repayment histories in a local area, but they may be unrelated to future patterns of repayment.

Using nationally representative account-level data, Calem and Avery examined the relationship between the economic environment and credit performance and assessment. Their model included economic conditions and trigger events by local geographic area (e.g., borrower’s county and associated unemployment rates). Their results indicate that economic conditions (income level and unemployment rates) do matter in predicting consumer behavior; in particular, the effects of environmental shocks add important information about a customer’s potential behavior. Including lagged economic information in the model, specifically changes in unemployment rates and housing prices, also proved predictive. Calem and Avery noted several limitations of the credit reporting system resulting from incomplete data provided by lenders. These systems would ideally include information on the timing of delinquency, collection efforts, and situational factors.

**Determining the Appropriateness of the Sample**

After selecting and cleaning the data, modelers need to address issues related to the sample itself, specifically whether the sample represents the population to which the scorecard will be applied. For example, the ideal sample for building a scorecard that determines the likelihood of default would include representation from...
the entire universe of applicants: those who were accepted because their risk of default was considered tolerable and those who otherwise would have been rejected because of intolerable risk. Since forcing lenders to extend credit to those who would otherwise be rejected for the sole purpose of improving a model’s accuracy is cost prohibitive, modelers have relied on reject inference methods. These methods attempt to mitigate the accept-only bias of the sample.

**Reject Inference**

Dennis Ash, chief statistician at Experian, and Steven Meester, technology manager at The CIT Group, addressed “Best Practices in Reject Inferencing.” They presented five methods of reject inference. These methods aim to incorporate into the modeling process how rejected applicants would have behaved, had they been approved. From least to most sophisticated, these methods are reclassification, reweighting, parceling, bureau match, and Heckman’s bivariate probit method.

Ash and Meester concluded that these reject inference procedures correct for less bias than expected. Given the substantial loss of information that results when applicants are rejected because they fail to meet risk thresholds, a reliable model based on reject inference may well be impossible. In addition, they pointed out that since all of the models discussed above extrapolate from accepts, they implicitly assume similar population characteristics for both rejects and a sub-population of the accepted applicants. Ultimately, reject inference methods must be assessed on a case-by-case basis and may need to be used in combination.

**Other Sample Selection Issues**

Jonathan Crook, director of the Credit Research Centre, University of Edinburgh, discussed “Sample Selection Bias” and offered a general approach to reject inference. Crook introduced a bivariate probit model based on thresholds for default and accept/reject scores using distinct explanatory variables. He used a stratified sample and compared it with a hold-out sample (with performance for applicants that would have been rejected). He and his co-authors used logistic regressions in constructing their model. He concluded that models without reject inference are only generally applicable. Including reject inference, however, offers only little improvement. Crook noted that the level of im-
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*Peter Burns of the Payment Cards Center (left), Jonathan Crook of the University of Edinburgh, Robert Stine of the Wharton School, and David Hand of Imperial College, London, at the conference reception*
scoring. One such issue was the “fundamental conflict” that exists in designing customer measurement models. That is, we can build a model that exclusively makes good decisions about accepting or rejecting individual borrowers or one that collects the data necessary to build a better model in the future. While the first approach employs hard accept/reject thresholds to maximize profits in the short run, it results in poor information about how to improve the model in the long run. The second approach, however, is also problematic. By focusing on data collection and accepting those who should have been rejected, the second approach enables the building of more accurate models in the future but could easily drive its user out of business before the improved models might be employed.

Hand suggested an alternative—a soft accept/reject threshold—in which accounts are accepted with a certain probability. In this way, less desirable accounts are not entirely rejected but have a lesser chance of being accepted. This alternative provides better data for improving the models. Specifically, one goal of a credit model might be to provide a quantitative measure of the benefits of making one decision over another, often for intervention with current customers. However, once a decision is made, the result of the other decision is unknown. That is, you can measure and model the outcome of each decision only individually. A soft accept/reject threshold allows every applicant to have a positive probability of being assigned to each class, allowing for all combinations of customer characteristics, decisions, and outcomes to be measured and modeled.

Determing the Appropriateness of Variables

The selection of explanatory variables from available data is an iterative part of the model-development process. Considerations for variable selection are, for the most part, purely statistical (to select the most predictive combination of variables). However, regulations limit which information can be used in a model. For example, information on race, gender, or age that would indicate inclusion in a protected class cannot be used in a scorecard.

Regulations limit which information can be used in a model. For example, information on race, gender, or age that would indicate inclusion in a protected class cannot be used in a scorecard.
tor into the initial model and later eliminates it. The objective of this process is to exclude combinations of variables having the effect of disparate impact. While the model is limited in its current stage of development and the conclusions are admittedly preliminary, the work to date suggests a potentially new and intriguing research direction for this important policy question.

**Evaluating Models from a Regulator’s Perspective**

Apart from making sure that the variables modelers use are appropriate, regulators are concerned about the inherent risks associated with employing models. Dennis Glennon, senior financial economist, Office of the Comptroller of the Currency, discussed credit scoring from the perspective of a regulatory agency. Regulators focus on model risk: the validity, reliability, and accuracy of the models used to measure and manage credit risk. The first step in monitoring model risk is to evaluate the soundness of the methods used to build scorecards, for example, a model’s statistical validity.

Once these determinations have been made, the regulator must consider whether the scorecard is being used in a manner consistent with its design. Glennon outlined two general categories for a scorecard’s purpose: classification and prediction.

A classification scorecard partitions a portfolio into groups and is evaluated by its ability to maximize the divergence between groups. It is valid for the purposes of selecting out accounts with undesirable characteristics, for example, those with a high likelihood of default. However, a classification model may perform perfectly well in its ability to rank accounts by likelihood of default, but as the population changes, the meaning of a specific scorecard’s value (for example, the actual default odds) may change.

When pricing for risk and profitability, banks need to find accurate predictors of actual performance, so that a particular outcome has an accurate value of risk or profitability. However, developing accurate prediction models is very complex, often requiring much more (often unknown) information about the individual account, the economic and market environments, and competition within the industry.

In concluding, Glennon emphasized the need for model builders and users to constantly ensure that the purpose for which a model is used is consistent with its original development goals.

**Using Scorecards in the Decision Process**

Nana Banerjee, managing consultant at Argus Information and Advisory Services, explained the increasingly competitive nature of the credit card industry. He asserted that acquisition of new accounts has become less profitable, aggressive price competition has squeezed margins, and customer loyalty has diminished. This relatively hostile business environment, further complicated by changes in the business cycle, demands that issuers focus on coordinated account-level customer-relationship management techniques.

Banerjee and representatives from other firms that specialize in model development talked about products that can help issuers increase account profitability in the current business environment and predict account behavior. **Argus Information and Advisory Services: Lifetime Value Model**

Banerjee described a lifetime value (LTV) tool that Argus Information and Advisory Services developed. The LTV framework leverages
historical behavior and profitability to deliver account-level projections. The model is constructed by segmenting customers according to similar behavior and profitability characteristics. Using fuzzy vectors, the model calculates the degree to which an account “fits” into a segment. For example, an account might belong, to varying degrees, to a “revolving” segment, a “transacting” segment, and a “credit challenged” segment. Markov transition matrices are then calculated to measure the likelihood that an account will migrate to another segment, given a specific action. This information can be used to calculate the lifetime value of an account under different marketing strategy assumptions.

HNC Software Inc.: Profitability Predictor

Vijay Desai, director of marketing, HNC Software, and Terrance Barker, staff scientist, presented a different approach to forecasting profitability. HNC’s Profitability Predictor relies on inputs from four models that forecast: an account’s expected revenue assuming that it does not close or go delinquent; the charge-off losses that result from an account’s failure to make payments; the loss of revenue that results from a sharp and lasting reduction in balance and activity; and the expected operational and funding costs.

Profitability Predictor essentially ties together these four models to arrive at a net revenue forecast adjusted for credit risk and attrition. This forecast can then be used to profile customers for various customer-management decisions.

Fair, Isaac and Company: Decision Strategy Science

Larry Rosenberger, vice president, Fair, Isaac, introduced Strategy Science, an account-management approach that can guide card issuers’ decision-making. Rosenberger discussed how current decision-making processes are driven by the judgment of experts who rely on many disparate scores and models (for example, profit scores, response models, revenue scores, and risk scores). The Strategy Science product integrates all of these models and scores across the customer’s life cycle. In this way, actions can be optimized and their outcomes predicted.

To accomplish this, Fair, Isaac developed a model to produce decision flows that incorporate optimal mathematical relationships between the decisions. Next, the company developed a method of optimizing decision strategies driven by profit but constrained by key metrics such as volume and losses. The tradeoffs between these metrics are also considered. The model adjusts these strategies for client preferences and intentions.
**Austin Logistics: CallSelect and CallTech**

Mike Howard, director of research, Austin Logistics, presented two different applications of scoring models: decision strategies for collection actions (CallSelect) and call center management for collections (CallTech).

Because of the large volumes seen in consumer portfolios today, even low delinquency rates of 1 to 3 percent can seem unmanageable from a collections standpoint. Resources need to be optimally allocated to take different actions at different levels of delinquency. Modelers develop scorecards to predict the probability of a “cure” (payment within 30 days), given a certain action (none, letter, call, both letter and call, collections agency). The factors used to predict payment probability include data from credit bureaus, accounts’ call histories, information on delinquencies, and demographic data.

The scorecard is built by stepwise binary logistic regression, then rebuilt every few months to incorporate new results. To best assign actions to accounts, the scorecard maximizes the expected revenue (minus costs) from the actions, given constraints of volume for each action. Howard discussed a similar model to optimize the probability of dialing a correct number, then receiving a promise to pay, based on call, payment, and delinquency history.

**Strategic Analytics: Dual-Time Dynamics**

Joseph Breeden, president, chief operating officer, and chief scientist, Strategic Analytics, Inc., proposed a model that takes into account changes in economic conditions and business practices in an effort to more accurately forecast account behaviors.

Breeden introduced a “Dual-Time Dynamics” method of calibrating a score’s relationship to the odds of default related to macroeconomic conditions and changes in business practices. His model breaks the portfolio into components of vintage life-cycle behavior, seasonality, management actions, and external factors (competition and economic environment). He proposed an extension of this approach that would include revenue analyses in the calibration to set a scorecard cutoff to maximize profitability, rather than minimize losses.

**Tracing the History of Modeling**

On the second day of the conference, Allen Jost, vice president of business development, HNC Software, reflected on developments in the industry over the past 10 years. He began by explaining the increased use of “generic scores” by both lending and non-lending institutions. Generic scores, like the FICO credit risk score or the Falcon fraud score, are based on data that are widely used or formatted in a standard way, such as data from credit bureaus or credit card transactions. While banks and credit card companies have long employed these scores, Jost pointed out that new clients, such as insurance companies, have taken an interest in them.

Jost indicated that scores developed in-house have also become more prevalent. In an effort to gain a competitive advantage, lenders have hired modeling experts to customize scorecards for specific markets and strategies. Developing in-house models, therefore, has resulted in innovation and the adoption of new technologies. Jost pointed out, however, that companies that build models in-house need to incorporate rigorous controls—just as vendors that build “generic” and custom scores are required to do. He also warned less experienced businesses that build
their own scores to stay vigilant. Often, these users fail to update score cutoffs or appropriately monitor score performance.

Jost concluded by describing new and emerging technologies, including neural networks, transaction scoring models, text data inclusion methods, and multiple input scoring models.

**Modeling Small-Business Credit Risk**

While the conference focused on modeling consumer credit risk, the conference’s two concluding speakers discussed modeling the credit risks of small businesses. As noted by Linda Allen, professor of finance, City University of New York, Grigoris Karakoulas, general manager, CIBC, and discussant Joe Mason, professor of finance, Drexel University, statistical modeling techniques in the small-business market are less developed than those in the consumer sector.

As described in the earlier presentations, significant progress has been made in leveraging credit bureau and consumer behavior data to produce sophisticated consumer risk models. Likewise, the abundance of data on large public corporations (available in SEC filings, stock prices, and so forth) has resulted in similar advances in corporate risk modeling. The area in the middle, occupied by small, privately held firms, family businesses, and entrepreneurial ventures, has received much less attention. As such, much of the lending that occurs in this market continues to be driven by judgmental techniques.

Two approaches to addressing the small-business segment were discussed at the conference. The first, detailed in Allen’s presentation, is a top-down approach. She starts with large corporate models and examines how they might be applied to small companies. Alternatively, a bottom-up approach in which consumer modeling techniques, like those incorporated in the FICO score, can be adapted to small firms. Models being proposed by companies that have traditionally focused on consumer credit risk, and to some extent the model proposed by Karakoulas, take this approach.

Allen reviewed five corporate risk measurement techniques: expert systems, options theory approaches, reduced-form models, value at risk, and mortality rate models. She concluded that while they have been successfully deployed in the large corporate market, these approaches are far more difficult to apply to small firms for which stock price data or other market variables do not exist.

Karakoulas proposed a model that estimates private firm default that does not rely on the public market data required by the sophisticated corporate risk models described by Allen. Instead, he proposes a model that relies on a form
of discriminant analysis. He augments this approach with an iterative learning feature that helps reduce estimation error by adding and removing select variables. Karakoulas concluded that the basic model performed better than benchmark models and that future enhancements to incorporate industry performance data should further improve performance.

**Conclusion**

Despite the range of issues and different approaches presented at the conference, speakers, discussants, and participants agreed that more credit risk modeling research is necessary. As decision-makers increasingly rely on models to guide key risk, acquisition, capital allocation, and marketing actions, innovation and continuous model assessment will become critical to the industry’s success. Fierce competition, impending risk-based capital requirements, and a burgeoning small-business credit market will require highly sophisticated models that incorporate national and regional economic data, advanced statistical techniques, and new sources of data.
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**Credit Risk Modeling and Decisioning Conference: Speakers**

- Linda Allen, *Baruch College*
- Dennis Ash, *Experian*
- Robert Avery, *Board of Governors of the Federal Reserve System*
- Nana Banerjee, *Argus Information and Advisory Services, LLC*
- Joseph Breeden, *Strategic Analytics, Inc.*
- Paul Calem, *Board of Governors of the Federal Reserve System*
- Jonathan Crook, *University of Edinburgh*
- Vijay Desai, *HNC Software*
- Dennis Glennon, *Office of the Comptroller of the Currency*
- David Hand, *Imperial College*
- Michael Howard, *Austin Logistics*
- Allen Jost, *HNC Software*
- Grigoris Karakoulas, *Canadian Imperial Bank of Commerce*
- Michael LaCour-Little, *Wells Fargo Home Mortgage*
- Steven Meester, *The CIT Group, Inc.*
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Credit Risk Modeling: The Federal Reserve Bank of Philadelphia’s Perspective

Summary of Credit Risk Modeling & Decisioning Conference Keynote Address
Anthony M. Santomero, President, Federal Reserve Bank of Philadelphia

Spurred by progress in financial theory and advances in technology, today’s financial marketplace is the scene of dramatic change. President Anthony Santomero’s keynote address focused on the conference theme of credit risk modeling and the Fed’s role in risk regulation.

He began his remarks with an explanation of the Fed’s historical interest in the risk imbedded in financial institutions. Over the last few decades, there has been an important shift in the Fed’s approach to regulation, moving from a system of portfolio restrictions and crude leverage ratios to a more subtle view of risk-based capital requirements.

The original international agreement on commercial bank capital standards, the Basel Capital Accord, was introduced in 1988. More recently, the Fed and the international regulatory community have been working to update the original agreements with a more sophisticated approach to risk-based capital measurement.

The new proposal includes the use of up-to-date financial models in determining required capital. Dr. Santomero noted the proposal “extends both an olive branch and a challenge to the banking industry.” Under this proposal, banks could satisfy the new capital requirements under Basel II using their own internal risk-based models, if in the judgment of their regulator they have the capacity to appropriately make these risk estimations. Dr. Santomero described this internal risk-based approach as an important evolutionary step toward full portfolio risk modeling and risk-based regulation.

He also emphasized that this approach introduces greater market discipline to the risk regulation framework—another critical component of a safer and more stable financial system. “For us at the Fed,” he said, “it meant a substantial increase in our commitment to analyzing and understanding the industry’s internal risk-based models.”

Profit motives have also been driving banks to ramp up their risk modeling efforts, particularly on the commercial side. As he explained, it has made economic sense to devote resources to evaluating the idiosyncratic risk factors of larger loans. However, retail credit risk cannot be ignored. Over the past decade, the industry has devoted significant resources to developing sophisticated credit risk models to measure and better manage these consumer portfolio assets.

The revolution in information and communications technology has led to greater sophistication in the quantitative techniques used in consumer credit risk management and the evolution of credit scoring models. As a result, we have more efficient means than ever before to slot loans into appropriate risk classes. Given this ability, there may be more potential in the retail sector to employ risk-based pricing and target marketing than in most areas of commercial lending.
Nonetheless, Dr. Santomero cautioned that the work is not simple, and it is not complete. There is much ground still to be covered. While the sophistication of automated scoring has increased, only recently have many institutions allocated the necessary resources to developing the advanced modeling techniques needed to appropriately assess total portfolio risks and economic capital requirements.

Given the increasing importance and complexity of retail credit exposures, it is vital that regulators gain a greater understanding of current industry practices, as well as areas for improvement. The Federal Reserve Bank of Philadelphia is committed to playing an important role in this process. First, the Philadelphia Fed is the home of the Payment Cards Center, which encourages collaboration among bankers, academics, and policymakers in examining critical issues facing the industry. This conference event, which was co-sponsored by Wharton’s Financial Institutions Center, is but one example of how we attempt to provide meaningful insights into industry issues.

More recently, this Reserve Bank has taken on the System responsibility to expand the Fed’s knowledge of advanced approaches to quantifying retail credit risk. A working group has been assembled to focus on these issues and participate in a joint effort of the Federal Reserve and other U.S. regulators.

Finally, our Bank’s Research Department will sponsor a conference on Retail Credit Risk Management and Measurement in April 2003. A call for papers has been distributed, and selected papers will be published in a special conference edition of the *Journal of Banking and Finance*.

In closing, Dr. Santomero noted that, through these and other initiatives, he sees the Bank’s work as the beginning of a necessary and important effort in better understanding this important sector of the financial services industry. He urged conference participants to continue their efforts in the critical area of credit risk modeling. He emphasized, “As experts in our various disciplines, we have the responsibility to formulate new ideas that will further our fields.” He continued, “Only by sharing our knowledge and creativity can we develop a new paradigm that will serve our shared purposes.”

To read Dr. Santomero’s speech in its entirety, please visit: www.phil.frb.org/pcc/conferences/creditriskconf.html.

Anthony M. Santomero, President of the Philadelphia Fed
The Payment Cards Center was established to serve as a source of knowledge and expertise on this important segment of the financial system, which includes credit cards, debit cards, smart cards, stored-value cards, and similar payment vehicles. Consumers’ and businesses’ evolving use of various types of payment cards to effect transactions in the economy has potential implications for the structure of the financial system, for the way that monetary policy affects the economy, and for the efficiency of the payments system.